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Abstract

Cancer is one of the most discussed diseases in modern healthcare. Cancer rates vary
by country, this indicates that there are factors that might in�uence the occurrence of
cancer depending on the country. In this paper, the authors present the dataset which
consists of cancer rates (CR) for 42 countries, with 10 possible country-level factors -
Health Care Index (HCI), country population (POP), percentage of people living in the
urban areas - urbanization rate (UR), nominal GDP (GDP), life expectance (LE), the
birth rate per thousand (BR), the death rate per thousand (DR), CO2 Emission per
capita (CO2), the percentage of the population that has access to the sanitation facilities
(SFA), the percentage of the population that has access to a clean water source (WSA).
We shall analyze the created dataset, and the in�uence of individual inputs is modeled
and tested using the Random Forest (RF) algorithm. The results indicate that CO2

emissions, BR, and the GDP have the highest in�uence according to the applied RF
feature importance analysis.
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1 Introduction

Cancer is a group of diseases that involve abnormal cell growth and have the potential
to invade or spread to other parts of the body [1]. Cancer is caused by mutations of the
cell DNA, which may be triggered by many environmental factors such as radiation,
viruses and infections, type of diet, physical activity, smoking and tobacco [2, 3], etc.
The occurrence of cancer di�ers from country to country and is expressed as the country
cancer rate [4]. Due to it being an ensemble tree-based algorithm, the RF algorithm
has been used in many �elds to determine the importance of individual factors and has
shown to be a robust algorithm for the task [5]. In this paper, the authors employ the
RF algorithm to determine the in�uence of di�erent country-level environmental and
governmental factors on the cancer rates of that very country. The authors construct the
used dataset, from data sourced from di�erent sets describing various factors that can be
considered to have an in�uence on the country's cancer occurrence rate. First, the created
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dataset will be presented and discussed, and then followed by a brief description of the
RF algorithm applied. Finally, results will be presented and discussed, with conclusions
drawn at the end of the article.

2 Methodology

In this section our goal is to create the dataset, along with basic statistical analysis,
followed by a brief description of the applied machine learning methodology.

2.1 The dataset

The dataset is constructed by combining a number of datasets together. The data
for cancer rates are provided by World Cancer Research Fund at American Institute for
Cancer Research [6], while the values for the other inputs: Health Care Index, population,
urbanization rate, GDP, average life expectancy, birth, and death rates, CO2 emissions,
and access to sanitation facilities and clean water sources are provided from various
datasets collected from Our World in Data [7]. The provided data covers 50 countries
[6], 8 of which are eliminated due to the lack of input values. The �nal dataset consists
of 42 countries. The histograms of each individual have been observed and they show
that the distributions of data are relatively clean and there are not any large outliers
present in the data, signifying it can be used for further modeling. The descriptive
statistics - minimal value, maximal value, range, median, and standard deviation have
been calculated for each of the inputs. This shows that there are variations between
individual inputs used, signifying the need for data scaling. Data is scaled using a �tted
scaler which guarantees that the scaled data will have a zero mean and a unit variance,
which will allow for easier data modeling using the RF algorithm [8]. The �nal dataset
analysis performed is the correlation analysis to determine the apparent in�uence of the
selected inputs on the CR. Correlation coe�cients rx1,x2 are calculated using:
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where x1 and x2 represent the two datasets the correlation coe�cient is calculated
for, n is the number of elements in x1 and x2, and x1i , x

1
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i , x

2
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elements of the datasets x1 and x2. The highest correlations to CR are related to CO2,
while there is very little correlation between BR and WSA with CR. DR has a negative
correlation with CR, with the value of -0.15. Other correlation values are positive and
larger than 0.1.

2.2 RF application for feature importance

The RF algorithm works by generating decision trees. Each node of a tree contains a
condition where a decision is made to go down a level to the following node. This process
is repeated until a leaf of a tree is reached, where a solution value (in our example the
predicted CR) is reached. RF is a so-called ensemble method, which generates a large
number of individual decision trees and bases the output of the model on the combination.
For this paper, the number of trees generated within the method is 1000, with no limit
to their depth or width, and other hyperparameters such as a decision to split a node,
or a minimum set of samples per node are set to automatic [8]. There are two ways
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of determining the feature importance: mean decrease in impurity (MDI) and feature
permutation (FP). Impurity is de�ned as the measure of homogeneity of the labels at
each node. The impurity measure used in the presented research is variance, which is
the standard regression impurity measure. If the N is the number of instances, and yi is
the individual regression label value, impurity I is de�ned as [8]:

I =
1

N

N∑
i=0

(yi −
1

N

N∑
i=0

yi)
2. (2)

Impurity is an important metric as it de�nes the information gain (IG) between two
levels of the tree. The IG allows us to determine how much knowledge is obtained inside
the model due to the separation being made. If we assume the dataset D, of size N ,
which is split due to the decision s into Dleft of size Nleft and Dright of size Nright, the
IG is calculated with [8]:

IG(D, s) = I(D)− Nleft

N
I(Dleft)−

Nright

N
I(Dright) (3)

Using MDI can be misleading when high cardinality of features (many unique values)
are present, such as is the case in the used dataset. For this reason, we shall also introduce
the FP feature importance. The FP algorithm works by �rst training the algorithm with
the given dataset and obtaining a score. Then, the training process is repeated Nf times,
where Nf is the number of features. In each iteration, one of the features is randomly
shu�ed. The di�erence in regression scores between the score on the original dataset and
the one with a feature shu�ed de�nes the importance of the feature, where the higher
score di�erence indicates a more important feature [8]. Both of the feature metrics have
been used in the presented research to allow for the comparison and cross-validation
between the collected results.

3 Results and discussion

Figure 1 demonstrates the results for feature importances determined with RF algo-
rithm, using MDI approach in sub�gure 1a, and FP approach in sub�gure 1b. Besides
somewhat larger importance given to individual features when using FP, the results be-
tween the two methods are similar. The most important features are shown to be CO2,
BR, and GDP.

(a) MDI (b) FP

Fig. 1: Feature importance derived from RF algorithm, using (a) MDI, and (b) FP approaches.
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The importance of CO2 emissions shown in the initial correlation analysis has been
con�rmed by the RF feature importance analysis. Still, the higher importance of other
features - such as BR and GDP is only revealed when observing the RF results. It should
be noted that there is a high deviation in the results. This is most probably caused by
a relatively small dataset size, and this is the reason why various regressors in the RF
ensemble achieve varied results.

4 Conclusions

The authors designed a dataset for 42 countries and trained an RF ensemble model,
using it to determine features. The most important factors that in�uence CR, determined
using this approach are CO2 emissions, BR, and the GDP of the country. The data
shows the importance of BR which wasn't present in the correlation analysis, showing
the quality of the RF feature importance analysis. Some of the results vary, but this can
be remedied by using a larger data set in future research.
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